
Math 260 Final Exam May 8, 2018

Instructions: The exam consists of K total questions, N in section 1 and K −N in section 2. Solve N − 1 of the N
section 1 problems and all of the section 1 problems. Write your solutions to the section 1 problems on the provided
paper, clearly labeling each solution. Write your solutions to the section 2 problems on the problem page. Calculators,
phones, and all other devices are forbidden. Answers may be left unsimplified.

Thoerem. The general solution to the homogeneous linear differential equation y′ + p(x)y = 0 is

y = ce−P (x)

where P ′(x) = p(x).

Thoerem. The general solution to the linear differential equation y′ + p(x)y = f(x) is y = uy1 where

a) y1 is any particular solution to the complementary equation y′ + p(x)y = 0 and

b) u =

∫
f(x)

y1(x)
dx (add a constant here).

Conversion to the Ponicaré phase plane: y′ = v and y′′ = v
dv

dy
.

Thoerem. If the characteristic polynomial of ay′′ + by′ + cy′ = 0 has...

a) ...distinct real roots r1 and r2, then a general solution is y = c1e
r1x + c2e

r2x

b) ...a single (repeated) real root r, then a general solution is y = erx(c1 + c2x)

c) ...complex conjugate roots λ± iω (where ω > 0), then a general solution is y = eλx(c1 cosωx+ c2 sinωx)

Thoerem. If yp is any particular solution to the differential equation y′′ + p(x)y′ + q(x)y = f(x) and {y1, y2} is a
fundamental set of solutions to the complementary equation, then a general solution for differential equation is

y = yp + c1y1 + c2y2

Thoerem (Superposition). If yp1 is a particular solution of y′′ + p(x)y′ + q(x)y = f1(x) and yp2 is a particular
solution of y′′ + p(x)y′ + q(x)y = f2(x), then a particular solution of

y′′ + p(x)y′ + q(x)y = f1(x) + f2(x)

is
yp = yp1 + yp2

Method. To find a particular solution for ay′′ + by′ + cy = eαxG(x) (where G is a polynomial), solve for the
coefficients of Q(x) in the following (where Q is a polynomial with the same degree as G):

a) yp = eαxQ(x) if eαx is not a solution to the complementary equation;

b) yp = xeαxQ(x) if xeαx is not a solution to the complementary equation, but eαx is a solution to the
complementary equation;

c) yp = x2eαxQ(x) if xeαx and eαx are both solutions to the complementary equation.

Method. To find a particular solution for ay′′ + by′ + cy = P (x) cosωx+Q(x) sinωx (where P and Q are
polynomials), solve for the coefficients of A(x) and B(x) in the following (where A and B are polynomials with degree
equal to the larger of the degrees of P and Q ):

a) yp = A(x) cosωx+B(x) sinωx if cosωx and sinωx are not solutions to the complementary equation;



b) yp = x [A(x) cosωx+B(x) sinωx] if cosωx and sinωx are solutions to the complementary equation;

Definition. The Laplace transform of f is L(f) = F (s) =

∫ ∞
0

f(t)e−stdt

Thoerem (First Shifting Theorem). If L(f) = F (s), then L
(
eatf(t)

)
= F (s− a)

Thoerem. L(f ′) = sL(f)− f(0) and L(f ′′) = s2L(f)− sf(0)− f ′(0)

Thoerem. f(t) =

{
f0(t), 0 ≤ t < t0

f1(t), t ≥ t0
= f0(t) + u(t− t0) [f1(t)− f0(t)]

Thoerem (Second Shifting Theorem).

1. L (u(t− t0)g(t)) = e−t0sL (g(t+ t0))

2. L (u(t− t0)g(t− t0)) = e−t0sL (g)

Definition. The convolution of functions f and g is the function f ∗ g defined by (f ∗ g)(t) =
∫ t

0
f(τ)g(t− τ)dτ

Thoerem (Convolution Theorem). If L(f) = F and L(g) = G, then L(f ∗ g) = FG

Definition. The solution to the initial value problem ay′′ + by′ + cy = δ(t− t0), y(0) = 0, y′(0) = 0 is

y = u(t− t0)w(t− t0) where w(t) = L−1
(

1

as2 + bs+ c

)
.

Thoerem (Superposition). If y1 is the solution of the IVP

ay′′ + by′ + cy = f1(t), y(0) = k1, y
′(0) = k2

and y2 is the solution of the IVP

ay′′ + by′ + cy = f2(t), y(0) = l1, y
′(0) = l2,

then y1 + y2 is the solution to the IVP

ay′′ + by′ + cy = f1(t) + f2(t), y(0) = k1 + l1, y
′(0) = k2 + l2.



Laplace transforms
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Thoerem. Let A be an n× n matrix with real entries.

i) If A has real eigenvalues λ1, λ2, . . . , λn with associated linearly independent eigenvectors x1,x2, . . . ,xn, then
the functions

y1 = x1e
λ1t

y2 = x2e
λ2t

...

yn = xne
λnt

form a fundamental set of solutions of Ay = y′.

ii) If A has an eigenvalue λ with multiplicity of 2 or more and with an associated eigenspace of dimension 1, then
there are infinitely many vectors u such that (A− λI)u = x. If u is any such vector, then

y1 = xeλt

y2 = xteλt + ueλt

are linearly independent solutions of Ay = y′.

a) If λ has multiplicity 3 or more and has an associated eigenspace of dimension 1, then in addition to the
preceding there are infinitely many vectors v such that (A− λI)v = u. If v is any such vector, then an
additional linearly independent solution is

y3 = veλt + uteλt + x

(
t2

2

)
eλt

b) If λ has multiplicity 3 or more and has an associated eigenspace of dimension 2, then see page 550 of the
textbook for a solution.

iii) If A has a complex eigenvalue λ = α+ iβ (with β 6= 0) with associated eigenvector x = u+ iv, then both u and
v are nonzero and

y1 = eαt(u cosβt− v sinβt)

y2 = eαt(u sinβt+ v cosβt)

are linearly independent solutions of Ay = y′.

Method. To solve the IVP Ay = y′, y(0) = b:

1. Find the eigenvalues of A.

2. Find an eigenvector for each eigenvalue.

3. Use the theorem above to find a fundamental set of solutions y1,y2, . . . ,yn.

4. Your general solution is y(t) = c1y1(t) + c2y2(t) + · · ·+ cnyn(t).



5. Use the initial condition to solve the system of equations for c1, c2, . . . , cn:
b = y(0) = c1y1(0) + c2y2(0) + · · ·+ cnyn(0).

Method. The eigenvalues of an n× n matrix A are the solutions to det(A− λI) = 0. Find the eigenvector(s)
corresponding to eigenvalue λ by solving (A− λI)x = 0. In 2-dimensional systems, the solution to (A− λI)x = 0 is
usually a line ax1 + bx2 = 0; to find an eigenvalue, just choose a value for x1 or x2 and solve for the other.

Section 1 problems

Instructions: Solve N − 1 of the section 1 problems and place an X in the box below to indicate which you are
skipping. Write your solutions to the section 1 problems on the provided paper, clearly labeling each solution.
Solutions to section 1 problems should include a clear method or argument and should use English words and
sentences when appropriate. Clear and comprehensible solutions will generally earn more points than those that are
hard to understand; a correct solution without supporting work may receive little or no credit.

1 2 3 4 5 6 . . . N Section 1 Total

Section 2 problems

Instructions: Solve all K −N of the section 2 problems. Write your solutions on these pages.


