Postulate 1. P(A) >0
Postulate 2. P(S) =1

Postulate 3. If Ay, Ao, ...

PROBABILITY

are mutually exclusive events, then P(A; UAyU...) = P(A1) + P(A2)+....

Definition. A and B are independent if and only if P(AN B) = P(A)P(B).

Definition. If P(B) > 0, then the conditional probability of A given B is P(A|B) =

Proposition. If P(A > 0) and P(B > 0), then P(B|A) =

P(ANB)
P(B)

P(A[B)P(B)
P(A)

k

Proposition. If By, By, ..., By partition S, then P(A) = > P(A|B;)P(B;).

i=1

Definition. The cdf of a random variable X is F(z) = P(X < x).

Definition. Random variables X and Y are independent if and only if f(z,y) = fx(z)fy (y) for all possible z,y.

Proposition. (z +y)"

Proposition. Z u" =

U
Proposition. Z —=e

Proposition. Zl =14+24---
i=1

IMPORTANT SUMS

1
Proposition. Zi2 =12422 4. 0% = 6n(n +1)(2n+1)

Theorem. If X1, X5, ..

CENTRAL LIMIT THEOREM

., X, constitute a random sample from an infinite population with mean u and variance o2, then the

limiting distribution of

X—p

~a/Vn

as n — 0o s the standard normal distribution.

Proposition. If X is the mean of a random sample of size n from a normal population with mean p and variance o2, then
2

X has a normal distribution with mean p and variance Z-.

Proposition. If X is the mean of a random sample of size n from an infinite population with mean p and variance o2, then

_ . 2
X has mean p and variance 2-.

Proposition. If X is the mean of a random sample of size n from a finite population of size N with mean u and variance

— 2 /N —
o2, then X has mean p and variance 7 "),
n \N—1



MOMENTS
Definition. The r'® moment about the origin of a random variable X is u/. = F(X").

Definition. The first moment about the origin of a random variable is called the mean and is denoted by p.

Proposition. If a and b are constants, then ’ E( X +b)=aE(X)+b ‘

Definition. The r'" moment about the mean of a random variable X is u, = E[(X — p)"].

Definition. The second moment about the mean of a random variable is called the variance and is denoted by ¢2. The
standard deviation of a random variable is o = Vo2.

Proposition (A calculating formula for the variance). |o? = ub — p? = E(X?) — [E(X)]?

Proposition. If a and b are constants, then ’ var(aX +b) = a*var(X) ‘

Proposition (A calculating formula for pg3). ’ug =l — 3ubp + 2u3 ‘

Definition. The moment-generating function of a random variable X is My (t) = E (e"¥).

Proposition. If Mx(t) is the moment-generating function of a random variable X, then M)((T)(O) =u. =E(X")

Proposition. If a and b are constants, then | Myx 1s(t) = e®* Mx (at) |.

Definition. If X and Y are jointly distributed random variables with means px and py, respectively, then F [(X — ux)(Y — py)]

is called the covariance of X and Y and is denoted oxy, cov(X,Y), or C(X,Y). If ox and oy are the standard deviations
cov(X,Y)

0X0y

of X and Y, respectively, then cor(X,Y) = is the correlation of X and Y.

Proposition (A calculating formula for the covariance). ’ cov(X,Y)=E(XY)—-E(X)E(Y) ‘

Proposition. If X and Y are independent random variables, then E(XY) = E(X)E(Y).
Proposition. If X1, X5,...,X,, are random variables and a1, as,...,a, are constants, then
i=0 i=0

and

var (i: ain) = z”: aZvar(X;) + 2 Z Z a;ajcov(X;, X;)
i=0 i=0

i<j

Proposition. If X1, X>,..., X, are independent random variables and Y =7 | X;, then My (t) = I, Mx, ().



SPECIAL DISCRETE DISTRIBUTIONS

Definition. A random variable X has a discrete uniform distribution if it is equally likely to assume any one of a finite
set of possible values.

Definition. A random variable X has a Bernoulli distribution with parameter 6 (with 0 < 6 < 1) if its probability
distribution is

1—-6 ifz=0
0 fx=1

ﬂm®={

The outcome 1 is often referred to as “success” while 0 is “failure” and the experiment is often called a Bernoulli trial.

Proposition. The mean and variance of a Bernoulli random variable are | = 0| and |o* = 6(1 — ) |.

Definition. The total number of successes in n independent, identically distributed (iid) Bernoulli trials is a random variable
with a Binomial distribution. A random variable X has a binomial distribution with parameters n and 6 if its probability
distribution function is

b(z;n,0) = <n>9”:(1 -0 T forx=0,1,...,n
T

Proposition. The mean and variance of a binomial distribution are|p =nf | and|o? = nf(1 — ) |. The moment-generating
function of a binomial distribution is | Mx (t) = [1+6(e’ — 1)]"|.

Definition. Let X7, X5,... be a sequence of independent, identically distributed (iid) Bernoulli trials, all with probability
of success 0. Let N be the trial on which the first success occurs. The random variable N is said to have a geometric
distribution with parameter 6 and its probability distribution function is

’g(n;@)z@(l—@)"*1 forn=1,2,3,... ‘

1 1/1
Proposition. The mean and variance of a geometric distribution are | p = ] and|o? = = ( — 1) .

LN

Definition. Let X7, Xs,... be a sequence of independent, identically distributed (iid) Bernoulli trials, all with probability of
success 6. Let N be the trial on which the ™ success occurs (so the possible values for N are k,k+1,k+2,...). The random
variable N is said to have a negative binomial (or binomial waiting-time or Pascal) distribution with parameters
k and 6 and its probability distribution function is

bﬂmkﬁ):<Z_Deﬂl—®"kmrn:hk+Lk+z“.

Proposition. The mean and variance of a negative binomial distribution are | u = and|o” =

k
6

Definition. A random variable with the probability distribution function

Ae—>

x!

p(z; A) = forx=0,1,2,...

is said to have a Poisson distribution with parameter A > 0.

Proposition. The mean and variance of a Poisson distribution are and . The moment-generating function

of a Poisson random distribution is| Mx (t) = A=) |

Definition. Suppose n elements are to be selected without replacement from a population of size N of which M are successes.
The number of successes selected is a hypergeometric random variable and its probability distribution function is

() ()
)

h(z;n, N, M) =

_nM o nM(N — M)(N —n)
HETN = TN )

Proposition. The mean and variance of a hypergeometric distribution are




SPECIAL CONTINUOUS DISTRIBUTIONS

Definition. A random variable X has a uniform continuous distribution with parameters o and 8 (with o < ) if and

A fa<z<p

only if the following function is a probability density for X: | f(z;a, ) = { 5~
0 elsewhere

Definition. The gamma function is defined as | '(«) = / y* " te Ydy | for a > 0.
0

Proposition. For any a > 1, I'(a) = (o« — 1) — 1).

Proposition. For any positive integer n, ’F(n) =(n—-1)! ‘

Definition. A random variable X has a gamma distribution with parameters a > 0 and # > 0 if and only if the following

1 a—1,—%
——ax% te" 8 forx >0
function is a probability density for X: | g(z;a, 3) = { A1) .
0 elsewhere

, mean

Proposition. A gamma distribution with parameters o and 3 has moment-generating function ’ Mx(t)=(1-p8t)"¢

, and variance | o? = af8? |.

Definition. A random variable X has an exponential distribution with parameter 8 > 0 if and only if the following

x

Lle=% if 0
function is a probability density for X: | g(z;0) = ¢ 7 MT= (a gamma distribution with o =1 and g = 0).
0 elsewhere

Proposition. An exponential distribution with parameter 0 has mean and variance .

Definition. A random variable X has a chi-square distribution with parameter v > 0 if and only if the following function

el 2T  ifx >0
is a probability density for X: | f(z) = 2v/21(v/2) (a gamma distribution with o = & and 8 = 2).
0 elsewhere

Proposition. A chi-square distribution with parameter v has mean and variance .

Definition. A random variable X has a normal distribution with parameters p and o > 0 if and only if the following

1(z—p

1
function is a probability density for X: |n(z;u,0) = \/7675( =)’ forall z € R|.

oV 2T

Proposition. A normal distribution with parameters u and o has a moment-generating function| Mx (t) = ehtt3o7t , mean

= p and variance o? = o>,

Definition. A random variable X has a Pareto distribution with parameters a > 0 and g > 0 if and only if the following

fz) = {aﬁaﬂ’*“) ifz>p

0 elsewhere

function is a probability density for X:




